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Abstract

Across species, animals have an intrinsic drive to approach appetitive stimuli and to withdraw 

from aversive stimuli. In affective science, influential theories of emotion link positive affect 

with strengthened behavioral approach and negative affect with avoidance. Based on these 

theories, we predicted that individuals’ positive and negative affect levels should particularly 

influence their behavior when innate Pavlovian approach/avoidance tendencies conflict with 

learned instrumental behaviors. Here, across two experiments—exploratory Experiment 1 (N = 91) 

and a preregistered confirmatory Experiment 2 (N = 335)—we assessed how induced positive and 

negative affect influenced Pavlovian-instrumental interactions in a reward/punishment Go/No-Go 

task. Contrary to our hypotheses, we found no evidence for a main effect of positive/negative 

affect on either approach/avoidance behavior or Pavlovian-instrumental interactions. However, we 

did find evidence that the effects of induced affect on behavior were moderated by individual 

differences in self-reported behavioral inhibition and gender. Exploratory computational modelling 

analyses explained these demographic moderating effects as arising from positive correlations 

between demographic factors and individual differences in the strength of Pavlovian-instrumental 

interactions. These findings serve to sharpen our understanding of the effects of positive and 

negative affect on instrumental behavior.
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Introduction

Humans and other animals have an innate Pavlovian tendency to approach stimuli that are 

associated with appetitive outcomes and to withdraw from stimuli associated with aversive 

outcomes (Brown, 1948; Carver & White, 1994; Chen & Bargh, 1999; Eliot, 2008). This 
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distinction between approach motivation and avoidance motivation is fundamental to many 

theories of instrumental behavior (e.g., Dickinson & Dearing, 1979; Gray, 1975; Higgins, 

1997; Konorski, 1967). Separately, the approach/avoidance dichotomy also underpins 

several influential accounts of human affect and emotion (Cacioppo et al., 1999; Lang, 1995; 

Watson et al., 1999) that posit that positive affective states potentiate approach behavior and 

negative affect potentiates avoidance behavior.

In some circumstances, Pavlovian approach/avoidance tendencies may interfere with 

learning of instrumental behavior (Chen & Bargh, 1999; Dayan et al., 2006; Dayan & 

Balleine, 2002; Hershberger, 1986). For instance, using a task in which cards printed with 

pleasant or unpleasant words (e.g., ‘tasty’, ‘putrid’) were mounted on a conveyor belt, Solarz 

(1960) showed that human participants were faster and less error-prone when learning 

behavioral responses that were congruent with stimulus valence (bringing pleasant words 

towards oneself, sending unpleasant words away) compared with learning of stimulus-

incongruent behavioral responses (sending pleasant words away, bringing unpleasant words 

closer). More recently, research using the reward/punishment Go/No-Go task (Guitart-Masip 

et al., 2011) has confirmed that human participants readily learn instrumental responses that 

are congruent with their Pavlovian response biases (i.e., active ‘Go’ response for acquiring 

reward; inhibitory ‘No-Go’ response to avoid punishment), but show slower learning of 

Pavlovian-incongruent instrumental responses (Cavanagh et al., 2013; Crockett et al., 2009; 

Csifcsák et al., 2020; Dorfman & Gershman, 2019; Geurts et al., 2013; Guitart-Masip et al., 

2011, 2012; Millner et al., 2018; Moutoussis et al., 2018; Raab & Hartley, 2020; Swart et al., 

2017, 2018). We refer to this effect as a Pavlovian-instrumental interaction, because the rates 

at which participants perform instrumental behaviors (i.e., ‘Go’ or ‘No-Go’ responses) vary 

depending on the presence of cues that have Pavlovian associations with gain versus loss.

Despite robust overall effects at the group level, however, there is marked inter-individual 

variability in the strength of Pavlovian influence on instrumental learning (Albrecht et 

al., 2016; Dorfman & Gershman, 2019; Mkrtchian et al., 2017; Moutoussis et al., 2018; 

Raab & Hartley, 2020). Individual differences in the strength of Pavlovian influence on 

instrumental learning covary with developmental stage (Raab & Hartley, 2020), with IQ 

scores (Moutoussis et al., 2018), and with the strength of frontal neural oscillations in 

the theta frequency band (Cavanagh et al., 2013); as such, it appears unlikely that these 

individual differences solely reflect noise or measurement error. Of particular note, a recent 

longitudinal study found that individual differences in Pavlovian-instrumental interaction 

strength had relatively weak test-retest reliability after a delay of approximately 18 months 

in a sample of adolescents and young adults (Moutoussis et al., 2018). This result suggests 

that interindividual differences in strength of Pavlovian-instrumental interactions might be 

the result of transient state differences between participants in addition to any stable trait 

differences.

One potential source of individual differences in Pavlovian-instrumental interaction strength 

is participants’ affective state during behavioral testing. That is, some theories of emotion 

propose that positive and negative affective states can be broadly distinguished by their 

differing motivational tendencies (for review see Elliot et al., 2013), with positive affect 

associated with a potentiation of approach behaviors and negative affect associated with 
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potentiation of behavioral inhibition and avoidance (Cacioppo et al., 1999; Lang, 1995; 

Watson et al., 1999). If so, we might expect individual differences in participants’ levels 

of (state) positive and negative affect while completing a learning task to influence the 

strength of their approach and avoidance tendencies, potentially manifesting as systematic 

differences in the strength of Pavlovian-instrumental interactions across participants.

However, the mechanism by which affective states might influence Pavlovian-instrumental 

interactions is not clear from the theoretical literature. Some theories (e.g., Cacioppo et 

al., 1999) suggest that positive affect is linked with potentiated approach behavior for 

appetitive stimuli specifically (but not necessarily for aversive stimuli), and that negative 

affect produces increased avoidance of aversive stimuli (but not necessarily of appetitive 

stimuli). Other theories suggest that positive and negative affect are respectively associated 

with a generalized potentiation of approach and avoidance behavior, not linked to specific 

stimuli. This has been shown, for instance, in the domain of reflex control, where the 

strength of reflexive responses to auditory startle probes is modulated by the affective 

valence of concurrently viewed images (Bradley et al., 1990; Lang et al., 1990; Vrana et al., 

1988). Similarly, the phenomenon of conditioned suppression in animal learning has been 

interpreted as suggesting that a negative affective state induced by a conditioned punisher 

can inhibit behavioral approach to rewarding stimuli (McNaughton, 1989).

The present study sought to shed light on this question by testing to what extent 

experimentally induced positive and negative affect modulated the influence of concurrently 

presented appetitive or aversive Pavlovian cues on instrumental learning of approach/

avoidance behavior. Given that the literature does not make a clear a priori prediction 

regarding the exact nature of the effects of positive/negative affect on such Pavlovian-

instrumental interactions, we adopted a two-stage exploration/confirmation study design. As 

such, we conducted two experiments—an exploratory Experiment 1 and a preregistered 

replication in Experiment 2—in which participants completing a standard reward/

punishment Go/No-Go task were presented with concurrent video-based positive or negative 

affect inductions. We used computational modelling of behavior to quantify the strength of 

Pavlovian influences on instrumental learning, and to determine how task behavior might be 

modulated by transient differences in state positive/negative affect.

More broadly, generalized potentiation of approach (avoidance) motivation by positive 

(negative) affect would also be in keeping with psychiatric theories of major depression and 

bipolar disorder that link mania (i.e., extreme positive affect) with a dysregulated increase in 

approach motivation, and depression (i.e., extreme negative affect) with increased behavioral 

inhibition and avoidance (Kasch et al., 2002; Meyer et al., 2001, 2007; Trew, 2011; Urošević 

et al., 2008). We therefore also conducted several exploratory analyses investigating how any 

effects of positive/negative affect on Pavlovian-instrumental interactions may be moderated 

by individual-difference factors related to approach and avoidance motivation, including 

depression/hypomania, behavioral activation/inhibition (Corr et al., 1995), and gender (De 

Carli et al., 2017; Robinson & Sahakian, 2009).
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Experiment 1

Method

Participants—Participants were 122 adults (53 women, 67 men, 2 who did not endorse 

a binary gender1; mean age 39.01 years, range 22–70) from the United States and Canada, 

recruited online on Amazon Mechanical Turk (MTurk) via the CloudResearch interface. 

This study was approved by the Institutional Review Board of Princeton University, and 

all participants provided written informed consent. Total study duration was approximately 

35 minutes, and participants received a base payment plus a bonus proportional to task 

winnings to ensure that their choices in the task were incentive-compatible (mean total 

payment = $6.65, SD = 1.03). Given the exploratory nature of Experiment 1, sample size 

was determined based on a survey of related research assessing individual differences in the 

reward/punishment Go/No-Go task (Csifcsák et al., 2020; Mkrtchian et al., 2017; Swart et 

al., 2018).

Procedure—Participants completed a behavioral task designed to measure the effects of 

a video-based affect induction procedure on Pavlovian-instrumental interactions in learning. 

This was followed by a short demographic survey and two self-report surveys: the 7-Up 

7-Down scale (a 14-item measure of trait hypomania and depression; Youngstrom et al., 

2013), and the shortened Behavioral Inhibition System/Behavioral Approach System scale 

(BIS/BAS; a 12-item measure of trait behavioral inhibition and activation; Carver & White, 

1994; Pagliaccio et al., 2016). All tasks and surveys were presented using the jsPsych library 

for JavaScript (De Leeuw, 2015), along with custom-written server code (available at https://

github.com/nivlab/nivturk) using the Flask software package for Python.

Reward/punishment Go/No-Go task.: In the behavioral task (a modified version of a 

task originally developed by Guitart-Masip et al., 2011; see Figure 1A), participants were 

repeatedly shown different ‘robot’ stimuli. Robots were depicted as travelling down a 

conveyer belt into a ‘scanner’; during the 1.5 second response window while a robot was 

in the scanner the participant could either press the space bar (active ‘Go’ response), or 

not press a key (inhibitory ‘No-Go’ response). Participants were informed that they would 

observe different robot types, and that their task was to learn the correct response (Go vs. 

No-Go) for each robot type based on feedback (points won/lost) following each action. The 

instructions presented to participants can be found in Supplementary Section S1.

There were four ‘types’ of robot stimuli, visually denoted by different rune images on 

robots’ breastplates (see Figure 1; mapping between rune image and stimulus type was 

pseudorandomized across participants). The four stimulus types differed in terms of their 

payout domain (gain versus loss; explicitly signaled to the participant by a blue or yellow 

‘scanner light’ that appeared at the same time as the robot) and their correct action (Go 

versus No-Go; unsignalled, and learned from trial and error), as depicted schematically in 

1Following a convention set in part by reporting requirements by the National Institute of Mental Health, we asked participants to 
report their gender with response options of ‘male’ or ‘female’. We acknowledge that this is a misuse of terms given that male/female 
are sex terms, not gender terms. We discuss participants’ self-report as “gender” and discuss “gender difference” in spite of the 
erroneous use of sex terms in our demographic form, because we reason that participants were likely to interpret this question as 
asking them to report their self-identified gender, not their biological sex (which we did not assess).
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Figure 1B. Gain-domain stimuli provided payouts of either +10 or +1 points, whereas loss-

domain stimuli provided payouts of either −1 or −10 points. For each stimulus, participants 

probabilistically received the better of the two possible payouts if they made the correct 

action (80% chance of better payout, 20% chance of worse payout), and the worse of the 

two possible payouts if the chosen action was incorrect (80% chance of worse payout, 

20% chance of better payout). As in earlier studies using the reward/punishment Go/No-Go 

task (e.g., Cavanagh et al., 2013; Geurts et al., 2013; Guitart-Masip et al., 2011, 2012; 

Swart et al., 2017), this orthogonalized design resulted in four robot types (see Figure 1C): 

gain-domain robots for which the correct response was ‘Go’ (henceforth, Go to Win robots 

[GW]), gain-domain robots for which the correct response was ‘No-Go’ (No-Go to Win 

[NGW]), and equivalent robots in the loss domain (Go to Avoid Losing [GAL] and No-Go 

to Avoid Losing [NGAL]). The scanner light color, which was directly associated with 

winning or losing points regardless of the robot or action chosen, is therefore a Pavlovian 

cue that is associated with either the appetitive or the aversive domain of the task. The 

specific color (yellow or blue) associated with each domain was randomly determined for 

each participant; the relationship between color and domain was explicitly instructed and 

stayed constant throughout the task. Of the four stimulus types, GW and NGAL stimuli were 

instrumental-Pavlovian ‘congruent’ since there was a match between the correct response 

and Pavlovian approach/avoidance tendencies for each, whereas NGW and GAL stimuli 

were ‘incongruent’ (mismatch between Pavlovian and instrumental response tendencies).

In line with recent studies using this task (but contrary to the original task by Guitart-Masip 

et al., 2011), the payout domain (gain/loss) of a robot was explicitly indicated to the 

participant on each trial by either a blue or yellow scanner light that illuminated the 

stimulus during the response window (Swart et al., 2017, 2018). Participants received prior 

instruction and training in this color/domain mapping (which was pseudorandomized across 

participants), and were also instructed that feedback was probabilistic. Participants were 

shown eight stimuli in total across the task, divided into two sets of four stimuli each (with 

one robot of each type within each stimulus set). The first stimulus set was presented in 

task blocks 1–3, and the second stimulus set in task blocks 4–6 (i.e., participants were 

required to learn a new set of rune-action associations at the start of block 4). Participants 

were informed at the start of the task that robots would be distinguished by different rune 

symbols, and were not provided with any additional instructions between stimulus set 1 and 

stimulus set 2 (i.e., between block 3 and block 4).

Affect induction procedure.: We used a video-based affect-induction procedure to induce 

either positive affect or negative affect (between-participants design) during the second 

stimulus set. Video-based affect inductions have been shown to induce robust changes in 

participants’ self-reported mood in both in-person and online experiments (Ferrer et al., 

2015; Joseph et al., 2020). We used a set of affect-induction film clips that we have validated 

in our previous work (Bennett, Radulescu, et al., 2021).

Based on the literature, we expected to observe considerable inter-individual differences in 

the strength of Pavlovian influence on participants’ instrumental behavior (Csifcsák et al., 

2020; Mkrtchian et al., 2017; Swart et al., 2018). To control for these individual differences 

when assessing the effect of the affect induction, we used a change-from-baseline procedure 
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(see Figure 1D) in which participants completed the first stimulus set at their baseline 

affect level (i.e., without an active affect induction), and the second stimulus set in either 

an induced positive or an induced negative affective state. Specifically, each of the three 

blocks in the second stimulus set was preceded by a distinct affect-induction video clip (i.e., 

either three distinct happy video clips or three distinct sad video clips, depending on which 

condition a participant was in). To control for any non-specific effects that watching video 

clips would have on behavior unrelated to the clips’ emotional content (e.g., distraction due 

to interruption of ongoing task performance), the first and second blocks of the first stimulus 

set were followed by distinct neutral video clips to ensure that task demands were matched 

as closely as possible between the two stimulus sets. To verify the efficacy of the affect 

induction, we collected participants’ self-reports of their current mood (both valence and 

arousal) before and after each video using an Affective Slider (Betella & Verschure, 2016).

Data analysis—Choice behavior was analyzed using generalized linear mixed-effects 

analyses (logistic link function), with response accuracy as the dependent variable (correct 

coded as 1, incorrect coded as 0). Within these models, we assessed the effects of different 

stimulus properties (e.g., payout domain, correct action type) on accuracy, as well as 

whether the affect induction had either a main effect on accuracy or interacted with 

particular stimulus properties (e.g., facilitating learning from ‘Go’ outcomes specifically). 

Self-reported mood ratings were analyzed separately using linear mixed-effects analyses. 

Analyses were conducted using the lme4 package (Bates et al., 2015) and the lmerTest 
package (Kuznetsova et al., 2017) in R. All mixed-effects models incorporated random 

intercepts for participants as well as random slopes for all main effects and interactions 

that were entirely within-participant (Barr et al., 2013). p-values were calculated using 

the Satterthwaite degrees-of-freedom approximation for individual coefficients within linear 

mixed-effects analyses, and the Wald t-to-z test for omnibus linear tests and logistic mixed-

effects analyses (Meteyard & Davies, 2020). Finally, we also tested whether any self-report 

survey measures moderated the effect of the affect induction on learning by assessing the 

correlations between participant-wise random slopes for each effect and interaction from 

fitted mixed-effects models and sum scores from self-report measures (using Spearman 

rank-order correlations with a false-discovery-rate correction for multiple comparisons).

Since we had no specific hypotheses about the effect of the affect induction on behavior 

in the reward/punishment Go/No-Go task prior to analysis of Experiment 1, all Experiment 

1 analyses were deemed exploratory, and findings were treated as preliminary pending 

replication in Experiment 2. In the absence of specific hypotheses, the sample size for 

Experiment 1 was determined based on effect size estimates derived from recent studies 

using similar variants of this task (Mkrtchian et al., 2017; Moutoussis et al., 2018; Swart et 

al., 2017). Full correlation and mixed-effects regression tables, including details of predictor 

and outcome coding schemes, can be found in the Supplementary Material, Section S2; see 

Experiment 2 methods for its power analysis. All statistical assumptions were met for each 

of the analyses reported in this manuscript.

Data quality control—Because of concern about the potential for data contamination 

due to careless responding from online participants, we excluded data from all 
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participants whose data failed quality-control tests. For questionnaire data, we measured per-

questionnaire mean response times, and excluded participants who responded excessively 

rapidly (< 1 second per question for the BIS/BAS or < 3 seconds per question for the 

7-Up 7-Down; different criteria were used for each scale because of their different average 

question lengths; Ophir et al., 2020). For the behavioral task, since Pavlovian-instrumental 

interactions are dependent on participants’ ability to discriminate stimuli from different 

payout domains (i.e., blue versus yellow scanner lights), participants who self-reported color 

blindness were also excluded from analysis. We also excluded participants who did not 

show above-chance task learning (according to a one-tailed binomial test against chance, α 
= .05) for GW stimuli (the easiest condition to learn; Albrecht et al., 2016; Guitart-Masip 

et al., 2012). To ensure that participants had not disengaged entirely from the task, we 

also excluded those who made more than 75% ‘No-Go’ responses across the task. Finally, 

to ensure that participants engaged adequately with each affect-induction video clip, we 

embedded several attention checks within the delivery of each video: after each video, 

participants were required both to answer a simple comprehension check question about 

the content of the video and to identify a still frame from the video from among an array 

of foils. Participants who responded incorrectly to more than one of these comprehension 

checks across the entire task were excluded from further analysis. We also recorded 

participants’ interactions with their web browser and excluded from analysis any participant 

who clicked away from the videos for more than 10 seconds per video on average. As a 

result of these exclusion criteria, 31 participants (25.4% of sample) were excluded by an 

analyst blind to participant condition, after which 91 participants remained for analysis.

Results

The affect-induction procedure was successful at altering self-reported mood
—We first verified that the affect-induction procedure successfully induced changes in 

self-reported mood. As expected, we found a significant effect of video condition on change 

in mood valence in blocks 4–6, χ2 (2) = 120.60, p < .001 (post-video minus pre-video 

self-report; see Figure 2A). This effect was driven both by mood improvement after happy 

videos relative to neutral videos (β = 0.10, p < .05), and by mood deterioration after sad 

videos relative to neutral videos (β = −0.26, p < .001). There was no significant main effect 

of block, and no significant interaction between video condition and block.

We also found a significant effect of the affect induction on self-reported mood arousal, 

χ2(2) = 6.34, p < .05, driven by a tendency for happy videos to increase arousal more than 

neutral videos, (β = 0.09, p < .05; see Supplementary Figure S1). There was no difference 

between arousal change following neutral videos and arousal change following sad videos 

(β = 0.03, p = .50) and, as with valence, there was no significant effect of block number on 

change in arousal, and no significant interaction between video condition and block number.

Pavlovian-instrumental interactions were evident in the data—Next, we verified 

the standard pattern of Pavlovian-instrumental interactions in our data. The typical 

manifestation of this effect is that participants show better performance for congruent stimuli 

(GW and NGAL) than incongruent stimuli (GAL and NGW). In line with this finding, we 

found a significant interaction between outcome valence and correct action (χ2 (1) = 80.55, 
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p < .001), driven by increased accuracy for congruent stimulus types (GW and NGAL) 

relative to incongruent stimulus types (GAL and NGW; see Figures 2B, C). There was also 

a significant effect of block number on choice accuracy (χ2 (1) = 114.59, p < .001), with 

accuracy improving over time within each stimulus set (β = 0.80, p < .001).

In addition, we found a significant main effect of stimulus set (χ2 (1) = 17.97, p < 

.001), driven by overall improved accuracy in the second stimulus set and consistent 

with a generalized practice effect (independent of any effects of the affect induction). We 

also found evidence for a significant three-way interaction between stimulus set, outcome 

valence, and correct action, such that the strength of the Pavlovian-instrumental interaction 

effect decreased from the first to the second stimulus set, (χ2 (1) = 4.79, p < .05). As shown 

in Figure 2D, this effect was driven by greater performance improvement in the second 

stimulus set for the Pavlovian-incongruent NGW and GAL stimuli (which were further from 

ceiling performance in the first stimulus set) than for the Pavlovian-congruent GW and 

NGAL stimuli (post-hoc test: χ2 (1) = 7.22, β = 0.47, p < .01).

No overall effects of affect induction on Go/No-Go choices—To test how the 

affect induction influenced task behavior, we repeated the mixed-effects analysis described 

above while including additional coefficients corresponding to (a) a main effect of affect 

induction condition (positive versus negative) as well as (b) all two-, three- and four-way 

interactions between affect condition and other predictors (e.g., payout domain, correct 

action). In each case, we found no evidence for an effect of the affect induction on behavior 

(all p > .12). This indicated that, contrary to our expectations, there was no evidence that 

participants who received a positive affect induction in the second stimulus set showed 

any systematic differences in task behavior relative to participants who received a negative 

affect induction. This lack of effect of the affect induction encompassed several aspects of 

behavior that we had hypothesized might be influenced by an affect induction, including the 

strength of the Pavlovian-instrumental interaction (Figure 2E) and overall go versus no-go 

response prepotency (Figure 2F).

Finally, we considered the possibility that, although there were no significant group-level 

main effects or interactions associated with the affect induction, individual differences 

in depression, mania, behavioral inhibition, or behavioral activation might nevertheless 

correlate with the size of the affect inductions’ effect on behavior. However, we found 

no significant association between any individual difference measure and participant-wise 

random slopes for any effects or interactions, for either positive or negative affect inductions 

(all p > .09, FDR-corrected; see Supplementary Materials for full correlation tables).

Interim Discussion

Although manipulation-check analyses revealed that the positive and negative affect 

inductions had the expected effect on participants’ self-reported mood in both conditions, 

we found no evidence that Go/No-Go behavior differed between participants who received 

a positive affect induction and those who received a negative affect induction. This 

was unexpected given previously observed effects of affective states on prepotent action 

tendencies and perception of emotionally-relevant stimuli (e.g., Bouhuys et al., 1995; 
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Lang et al., 1990). We therefore reasoned that our study might not have had sufficient 

statistical power to detect a small effect of affect condition on approach/avoidance behavior 

or Pavlovian-instrumental interactions. To investigate this possibility, we next conducted a 

preregistered replication of Experiment 1 in a larger sample of participants with increased 

statistical power for detecting small effects (see Experiment 2 Method section for power 

analysis).

Experiment 2

Experiment 2 was a preregistered replication of Experiment 1 using an identical behavioral 

task design. However, between Experiment 1 and Experiment 2 we made several 

modifications to our online participant recruitment protocol based on separate quality 

control assays conducted after data collection for Experiment 1 had been completed (see 

Zorowitz et al., 2021). Briefly, this assay revealed (a) that for the specific recruitment 

procedure that we were using in our laboratory at this time, average data quality for 

participants recruited through Prolific was better than for participants recruited via MTurk, 

and (b) that improved questionnaire screening aided in the detection of low-effort participant 

responding. For these reasons, Experiment 2 recruited participants via Prolific rather than 

MTurk and used a two-stage recruitment process in which participants first completed a 

questionnaire battery, inviting back only participants who passed a series of attention checks 

to complete the reward/punishment Go/No-Go task (see Supplementary Information for full 

details of recruitment procedure). In total, 25.2% of an initial screening sample did not give 

correct responses to the attention checks embedded in the questionnaires, and were therefore 

excluded from re-recruitment to complete the behavioral task.

Methods and analyses for Experiment 2 were pre-registered prior to data collection. Our pre-

registered hypotheses were that we would replicate the results of Experiment 1 with respect 

to the overall effects of the affect induction on mood, the overall Pavlovian-instrumental 

interaction, and the null effects of the affect induction on Pavlovian-instrumental interactions 

(preregistration document available in project OSF repository). Full correlation and mixed-

effects regression tables, including details of predictor and outcome coding schemes, can be 

found in the Supplementary Material, Section S5.

Method

Participants—Prior to data collection, we determined a target sample size (after 

exclusions) of 300 participants for Experiment 2 by simulating from a mixed-effects model 

fit to data from Experiment 1 using the simr package in R (Green & MacLeod, 2016). 

Specifically, we estimated the sample size necessary to have 80% power to detect (α = .05) 

an effect size of the affect induction on choice behavior of β = 0.5 (corresponding to a 3% 

difference in the effects of the positive and negative affect inductions on proportion correct 

for any stimulus type). This compares to a post-hoc power estimate for Experiment 1 of 

approximately 43% for this effect size. See online project repository (https://osf.io/zm57r/) 

for further details of power analysis.

As a result of lower-than-estimated rates of participant exclusion after applying the same 

set of exclusion criteria as in Experiment 1 (exclusion rate of 16.3% compared to 25.4% in 
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Experiment 1), we marginally exceeded our target sample size of 300, and retained a final 

sample of 335 participants for analysis (181 women, 150 men, 4 who did not endorse a 

binary gender; mean age 33.85 years, range 18–74). As in Experiment 1, participants who 

completed the behavioral task received a task payment that included an incentive-compatible 

bonus for task performance (mean total payment = USD $5.49, SD = 0.31).

Materials—All task and questionnaire materials were identical between Experiment 1 and 

Experiment 2, with the exception that participants also completed additional self-report 

measures of anxiety (the GAD-7; Spitzer et al., 2006), worry (the 3-item abbreviated Penn 

State Worry Questionnaire (PSWQ); Kertz et al., 2014), and anhedonia (the Snaith-Hamilton 

Pleasure Scale (SHAPS); Snaith et al., 1995). Since we did not collect data on these 

measures in Experiment 1, analyses of correlations between these scales and task behavior in 

Experiment 2 were treated as exploratory.

Results

All results reported below (with the exception of those in the Exploratory Analyses 
subsection) were preregistered confirmatory tests. In each section, we first report all results 

that were consistent with results from Experiment 1, before reporting any discrepancies 

between experiments. As with Experiment 1, full regression and correlation tables are 

available in the Supplementary Material.

The affect-induction procedure was successful at altering self-reported mood
—As in Experiment 1, the affect induction successfully modulated the valence of 

participants’ self-reported mood, χ2 (2) = 308.25, p < .001 (Figure 4A). Follow-up post hoc 

tests confirmed that this effect was driven both by mood improvement after happy videos (β 
= 0.13, p < .001), and mood deterioration after sad videos (β = −0.18, p < .001). There was 

also a significant effect of video condition on change in self-reported mood arousal (χ2 (2) = 

23.71, p < .001) driven by increases in arousal following happy videos condition relative to 

neutral videos (β = 0.08, p < .001; see Supplementary Figure S1).

Unlike in Experiment 1, in Experiment 2 we found a significant interaction between video 

condition and block number (χ2 (2) = 6.14, p < .05), which post-hoc tests revealed was 

driven by a reduction in the effect of the negative affect induction over successive blocks (β 
= 0.04, p < .05).

Pavlovian-instrumental interactions were evident in the data—We once again 

found evidence for a Pavlovian-instrumental interaction in learning (χ2 (1) = 222.37, p 
< .001), with participants showing decreased accuracy for Pavlovian-incongruent stimuli 

relative to Pavlovian-congruent stimuli (Figures 4B, C). Here, too, general accuracy 

significantly improved from the first to the second stimulus set (χ2 (1) = 25.83, p < .001). 

Unlike in Experiment 1, however, we found no evidence that the strength of Pavlovian-

instrumental interactions differed between the first and the second stimulus set (χ2 (1) = 

0.73, p = .39).

No overall effects of affect induction on Go/No-Go choices—As in Experiment 1, 

even with the increased sample size there were no statistically significant main effects or 
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interactions involving the affect induction, (all p > .52; see Figure 4E and 4F). Unlike in 

Experiment 1, however, in Experiment 2 we found a significant negative correlation between 

self-reported behavioral inhibition (BIS subscale) and participant-wise random slopes for the 

effect of the positive affect induction on gain-domain stimuli (Spearman ρ = −.23, p = .02, 

false-discovery-rate corrected for multiple comparisons; see Supplementary Figure S2). The 

negative sign of this correlation indicates that, after a positive affect induction, participants 

with higher BIS scores showed a smaller improvement on gain-domain stimuli (i.e., GW and 

NGW), relative to participants with lower BIS scores. No other correlations between survey 

scores and affect-related random slopes were statistically significant (see Supplementary 

Material).

Exploratory analyses reveal age and gender effects—As an additional control 

analysis, we tested whether differences in the randomized light color associated with 

the gain vs. the loss domain (blue versus yellow) were associated with differences in 

task behavior. Using an additional mixed-effect logistic regression analysis, we found no 

evidence for an effect of this factor on task behavior (see Supplementary Table S11). In 

addition, we sought to account for the possibility that the effects of affect inductions on 

mood may have been relatively short-lived, and that our whole-stimulus-set analysis might 

have obscured an effect of the affect induction on behavior in trials immediately following 

the affect induction. To address this possibility, we repeated all analyses while excluding 

trials from the second half of each block in set 2 (i.e., excluding trials that took place after 

affect inductions might plausibly have ‘worn off’). As in the main analyses reported above, 

however, there were no main effects or interactions of affect induction on task behavior in 

this more restricted analysis.

Finally, we conducted several exploratory analyses to test the association between 

demographic factors and the effects of the affect induction on task behavior. First, using the 

same random-effects-correlation analysis described above for self-report scales, we found 

evidence for a small positive association (Spearman ρ = .19, p < .05, false-discovery-rate 

corrected) between age and the effect of the positive affect induction on performance for 

gain-domain stimuli, such that older participants tended to show a greater improvement 

in performance on gain-domain stimuli after a positive affect induction than younger 

participants (see Supplementary Figure S2). In addition, inclusion of binary self-reported 

gender (man/woman) as a factor in mixed-effects analysis revealed that the size of the 

affect-related change in the strength of Pavlovian-instrumental interactions differed between 

men and women participants (χ2 (1) = 7.12, p < .01). Given the relatively complex patterns 

of differences between genders in the effects of the affect induction (see Supplementary 

Figure S3), we turned to computational modelling of behavior to explicate this result.

Interim Discussion

Broadly, Experiment 2 replicated the null findings of Experiment 1: although performance 

on the task changed (improved) from the first to the second stimulus set, there was no 

evidence for significant differences in the pattern of these changes between participants who 

received a positive affect induction and those who received a negative affect induction. In 

our exploratory analyses, however, we found some evidence that the strength of the effects 
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of the affect inductions on behavior may have been moderated by participants’ demographic 

characteristics (specifically, age, gender, and self-reported behavioral inhibition).

Computational modelling

We used computational modelling to investigate two aspects of the results that remained 

unresolved given the analyses reported in previous sections. First, although standard 

inferential statistics may fail to reject a null hypothesis, formal comparison of computational 

models can better quantify the strength of evidence in favor of the null hypothesis versus 

alternative hypotheses. An alternative approach to this question would be to estimate Bayes 

Factors, which directly compute the strength of evidence for the null hypothesis versus 

the alternative hypothesis in a Bayesian framework (Kass & Raftery, 1995). However, 

there is currently no consensus as to the best approach for computing Bayes Factors for 

mixed-effects regression analyses like those reported above (see van Doorn et al., 2021). 

We therefore elected to use trial-by-trial computational modelling of data to compute the 

strength of evidence for the null hypothesis that affect inductions did not substantially 

influence task behavior. Like the Bayes Factor approach, this model comparison approach 

allowed us to compare the strength of evidence for different models (including a null 

model). We compared models using the WAIC statistic, which approximates the estimated 

out-of-sample-prediction error (Gelman et al., 2014). Second, we used participant-level 

parameter estimates to gain a better understanding of moderating effects that were suggested 

by exploratory analyses of Experiment 2. Full details regarding the computational modelling 

methodology that we employed can be found in the Supplementary Material (Section S6).

Corroborating the model-agnostic results reported in previous sections, the best-fitting 

model was Model 2 (see Table 1). In Model 2, parameters were free to change between 

the first and second stimulus set (e.g., as a result of practice effects), but without any group-

level differences between the positive and negate-ve affect inductions. Model 3 provided a 

statistically equivalent fit to the data (i.e., the difference in the WAIC values for Models 

2 and 3 was less than the standard error of the estimated difference in WAICs), but was 

less parsimonious than Model 2; this indicates that the additional parameters in Model 3 

allowing for group-level differences between the positive and negative affect conditions did 

not account for a meaningful amount of variance in the data. Our data therefore suggest 

that accounting for the valence of the affect induction (positive or negative) did not add 

any additional explanatory power over a simpler model in which parameters were simply 

allowed to vary as a function of time on task.

Interpretation of model parameters

Ultimately, for the best-fitting model (Model 2) we found that the only parameter for which 

there was a credible difference in parameter estimates between stimulus set 1 and 2 was 

the learning rate parameter η. As seen in Figure 4, on average learning rates were higher 

in stimulus set 2 than in set 1, consistent with the practice effects seen in Figures 2D and 

3D. There were no credible between-set differences in either the go-bias parameter b or, 

importantly, in the Pavlovian-bias parameter π.
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We next investigated between-gender parameter differences in the first stimulus set and 

found that, compared to men, women tended to show a credibly stronger go bias (mean 

baseline b for women: 0.054; for men: 0.041; Cohen’s d = 0.34) as well as a stronger 

Pavlovian bias (mean baseline π for women: 0.051; for men: 0.045; Cohen’s d = 0.17). 

There were no credible baseline differences between genders in either the learning-rate 

parameter η or the softmax inverse temperature β. See supplementary information for 

additional correlation matrices between self-report survey scores (Supplementary Table S12) 

and between model parameter estimates (Supplementary Table S13).

Self-reported behavioral inhibition and gender moderate affect-induction effects

Next, we investigated whether any participant-level covariates moderated the strength of 

the effect of the affect induction on any parameter (within Model 2; see Table 1). In 

this analysis, we found credible evidence (99.5% HDIs excluding zero) for two small 

moderating effects involving self-reported behavioral inhibition (BIS subscale of BIS/BAS). 

Specifically, self-reported BIS moderated the effects of the affect induction on both the 

go-bias parameter b and the Pavlovian bias parameter π (i.e., there was a credible difference 

in the correlation between BIS and the changes in b and π after a positive affect induction 

and the correlation between BIS and changes in these parameters after a negative affect 

induction). Participants reporting higher trait behavioral inhibition scores tended to show a 

greater reduction in the strength of the go bias and the Pavlovian bias after a positive affect 

induction (correlation with change in go bias: Spearman ρ = −.07, 95% HDI [−.17, .02]; 

with change in Pavlovian bias: ρ = −.16, 95% HDI [−.26, −.06]) and an increase in the 

strength of these parameters after a negative affect induction (go bias: ρ = .11, 95% HDI 

[.02, .20]; Pavlovian bias: ρ = .10, 95% HDI [.01, .19]).

Finally, to explicate the complex gender interactions that were observed in the mixed-

effects analyses, we investigated whether gender moderated any of the effects of the affect 

induction on model parameters. In line with the significant role of gender as a moderator 

in Experiment 2, we found there to be a credible difference between genders in the effect 

of the affect induction on the Pavlovian bias. As shown in Figure 5, this moderating 

effect was such that women tended to show a stronger Pavlovian bias (i.e., increased 

π) after the negative affect induction, whereas men tended to show a weaker Pavlovian 

bias (i.e., decreased π) after the negative affect induction. For both genders there was no 

credible effect of the positive affect induction on Pavlovian bias, and there were no credible 

moderating effects of gender for any other model parameter.

General Discussion

In this study, we used a video-based affect-induction procedure to test whether induced 

positive and negative affect modulated Pavlovian influences on instrumental learning of 

approach/avoidance behavior. Across two experiments – an exploratory Experiment 1 and 

a larger preregistered replication in Experiment 2 – we found no evidence for any main 

effects of induced positive or negative affect on either overall approach/avoidance tendencies 

or Pavlovian-instrumental interactions. This result was corroborated by formal comparison 

of computational cognitive models: in the model that fit participants’ behavior best, model 
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parameters changed over time (accounting for non-specific practice effects), but there were 

no differences in patterns of parameter change between participants who received a positive 

affect induction and those who received a negative affect induction.

The lack of an effect of induced positive and negative affect on Pavlovian-instrumental 

interactions is surprising in the context of influential theories of emotion that link positive 

and negative affect with approach and avoidance motivation respectively (Cacioppo et 

al., 1999; Lang, 1995; Watson et al., 1999). We could have expected either an overall 

enhancement of approach (withdrawal) for positive (negative) affect, or a potentiating effect 

on the Pavlovian influences in the relevant affective domain (e.g., positive affect enhancing 

the effect of appetitive Pavlovian stimuli on instrumental responding). However, we did 

not find evidence for either of these possibilities. As such, our null effect is conceptually 

inconsistent with a body of work showing affective modulation of defensive startle reflexes 

(e.g., Bradley et al., 1990; Lang, 1995; Lang et al., 1990; Vrana et al., 1988), though we 

emphasize that reflex behaviors are behaviorally and neurophysiologically distinct from the 

volitional instrumental behavior that our task measured (Balleine, 2019). Our results are in 

line, however, with a previous study using an approach/avoidance task, which found that 

induced positive/negative affect did not influence approach or avoidance of emotional face 

stimuli (Vrijsen et al., 2013). More broadly, future research in this area could consider 

increasing the psychological salience of approach behaviors by requiring participants to 

touch cues presented on a touchscreen, rather than pressing a spatially non-contiguous space 

bar as in the present study.

More broadly, our findings resonate with recent theories that question the proposed 

equivalence of positive/negative affect with approach/avoidance motivation (see, e.g., Eder 

et al., 2013; Gable & Harmon-Jones, 2010; Harmon-Jones, 2018). Specifically, these 

theories propose that the approach/avoidance tendencies of different emotions are distinct 

from (though possibly correlated with) their positive/negative valence, and point to the 

example of anger as a negatively valenced emotion that is nevertheless associated with 

approach rather than avoidance behavior (Carver & Harmon-Jones, 2009). Indeed, some 

preliminary work indicates that experimentally induced anger might be associated with 

subtle behavioral changes in the reward/punishment Go/No-Go task (Wonderlich, 2020). 

Conversely, Mkrtchian et al. (2017) showed that experimentally inducing fear/anxiety using 

a threat-of-shock paradigm increased the strength of aversive Pavlovian influences on 

instrumental learning of inhibitory actions. Taken together, these results suggest that rather 

than being linked with the umbrella classes of positive and negative affect—which were the 

focus of the present study— Pavlovian-instrumental interactions might be more specifically 

modulated by the approach/avoidance tendencies inherent to specific discrete emotions such 

as anger and anxiety/fear.

Notwithstanding the null main effect of positive/negative affect, our exploratory analyses 

suggested that individual-level effects of positive/negative affect on behavior were 

moderated by several demographic and individual-difference factors, notably including 

self-reported trait behavioral inhibition (BIS subscale of BIS/BAS). Carver and White 

(1994) originally proposed the BIS scale as a measure of overall behavioral sensitivity to 

punishment/aversive stimuli, in line with Gray’s (1975) theory of personality. This proposal 
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is partly consistent with the moderating effect that we observed: after the negative affect 

induction, we did indeed find that participants with higher BIS scores tended to show an 

increase in the strength of Pavlovian-instrumental interactions (Pavlovian bias parameter of 

model). However, inconsistent with theory, we also found that individuals with higher BIS 

scores showed an increase in the strength of their overall behavioral approach tendency 

(go-bias parameter of model) after a negative affect induction. By contrast, after the positive 

affect induction, participants with higher BIS scores tended to show a reduction in the 

strength of both behavioral approach tendencies and Pavlovian-instrumental interactions. 

Overall, these results suggest that higher BIS scores were associated with a strengthening 

of prepotent response biases by negative affect (i.e., strengthening of both go-biases and 

Pavlovian biases), whereas positive affect tended to weaken these prepotent biases in those 

with high BIS scores. This interpretation is akin to documented individual differences in the 

potentiation of impulsive behavior by negative affect (termed “negative urgency”; Cyders 

& Smith, 2008; Johnson et al., 2020), although it runs counter to some other behavioral 

correlates of high BIS scores (cf. Corr et al., 1995; Crockett et al., 2009). Further research is 

required to tease apart these inconsistencies.

Separately, we also found a moderating effect of gender that was driven by differences 

between women and men in the effects of the negative affect induction on Pavlovian-

instrumental interactions. After a negative affect induction, women tended to show an 

increase in the strength of Pavlovian biases, whereas men showed a decrease in Pavlovian 

bias strength. By contrast, there was no significant effect of the positive affect induction 

on behavior for either women or men. In interpreting these moderating effects of gender 

it is important to exercise caution and avoid biological determinism, since participants’ 

self-reported gender is best understood as a categorical proxy for continuous individual 

differences in many additional biological and social factors (Lindqvist et al., 2020). This 

caveat notwithstanding, it is noteworthy that one previous study also reported gender 

differences in the effects of induced affect on approach/avoidance behavior (Robinson & 

Sahakian, 2009). Likewise, in a study that solely included women, de Carli et al. (2017) 

found that behavioral avoidance of sad faces was amplified by a negative affect induction, 

consistent with the effects of negative affect on women here. It is also noteworthy that 

women in the present study also showed stronger Pavlovian biases in the first stimulus set, 

prior to any affect induction (though this contrasts with the findings of Moutoussis et al., 

2018, who found no gender differences in behavior in a version of this task). These results 

suggest that further research is called for to explicate potential gender differences both in 

Pavlovian-instrumental interactions as well as the modulation of these biases by participants’ 

affective state.

Several limitations of the present study should be noted. First, although our manipulation-

check analyses suggested that positive and negative affect inductions were successful in both 

experiments, we cannot rule out the possibility that this was partially driven by demand 

effects. This limitation is common to most studies using experimental affect inductions, 

since it is not difficult for participants to infer the intended effect of the affect induction 

(Joseph et al., 2020). However, a meta-analysis of previous studies supports the efficacy 

of affect-induction procedures for online behavioral research (Ferrer et al., 2015), and to 

ensure data quality in the present study we used a strict set of attention checks—including 
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comprehension questions and detection of browser interactions—to exclude participants 

who did not attend to the affect-induction videos. Nevertheless, demand effects may still 

represent a source of unmodelled variance in participants’ responses to the affect induction. 

Moreover, it should be noted that shifts in participants’ affect in our study were smaller 

in magnitude and more transient than shifts of affect that are seen in psychological 

disorders like major depression. Consequently, our results do not rule out the possibility 

that Pavlovian-instrumental interactions might shift with larger and more prolonged shifts 

in affect. Similarly, the design of our task, with a single set of stimuli per affect induction, 

meant that the majority of trials were performed while participants were at asymptotic levels 

of learning. As a result, our task design was not optimized to detect any possible effects of 

the affect induction on behavior that occurred solely within the initial learning phase over 

the first 10–15 trials. This question could be addressed in future research by studies using a 

more specialized task design.

Second, although Experiment 2 was a preregistered replication of Experiment 1, this 

preregistration applied only to the overall main effects of the affect inductions, and not to 

the moderation analyses that we discussed above (since we did not have sufficient statistical 

power in Experiment 1 alone to investigate the moderating effects of individual-difference 

variables). We attempted to control for the possible inflation of error rates across these 

moderation analyses by adopting a stricter criterion for identifying credible effects (using 

99.5% rather than 95% Bayesian HDIs). However, this constraint does not alter the fact that 

moderation analyses were exploratory rather than confirmatory; as such, these results should 

be considered preliminary pending replication in future work.

Overall, our results should be understood in the context of a recent body of computational 

research into the influences of affect/mood on reinforcement learning (Bennett, Davidson, 

et al., 2021; Bennett & Niv, 2020; Eldar et al., 2016, 2018; Eldar & Niv, 2015; Neville 

et al., 2021; Vinckier et al., 2018). One emerging theme from this body of research is the 

importance of individual differences in the effects of affect on behavior. For instance, similar 

to the moderating effects of self-reported behavioral inhibition that we observed, Eldar & 

Niv (2015) previously reported that self-reported trait hypomania moderated the effects of 

an affect induction on reinforcement learning in a two-armed bandit task. Taken together, 

these results suggest that it is crucial for computational theories of affect to consider how 

individual-difference factors might moderate the effects of affect on instrumental behavior, 

in addition to any group-level effects.

At the group level, the results of the present study help to specify the effects of affect 

on reinforcement learning by providing evidence against a main effect of positive/negative 

affect on approach/avoidance behavior or Pavlovian-instrumental interactions. Importantly, 

however, this does not rule out other hypothesized links, such as the posited influence of 

affect on value learning for different actions or environmental states (Eldar et al., 2016; 

Eldar & Niv, 2015), or the proposal that positive (negative) affect directly reinforces 

(punishes) concurrent actions (Bennett, Davidson, et al., 2021). Further empirical research is 

required to disentangle these competing theories.
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More broadly, the growing set of distinct moderating effects and individual differences that 

have been documented in the literature call into question whether there is, in fact, a single 

underlying mechanism that explains all of the effects of affect on reinforcement learning 

across the population. Instead, in line with the multifaceted effects of affect on other aspects 

of cognition (see, e.g., Bower, 1981; Clore & Palmer, 2009; Schwarz & Clore, 1983), it may 

be more plausible that the effects of affective states on reinforcement learning are complex 

and extensive, interacting with a patchwork of individual differences and contextual factors 

to shape instrumental behavior.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
(A) Trial schematic. On each trial, a robot entered the ‘scanner’ from the left of screen, 

prompting a response (Go or No-Go) from the participant during a 1.5 second response 

window. The outcome (number of points won) was subsequently presented for 1 second, 

followed by an inter-trial interval animation in which the conveyer belt carried the old robot 

out of view and a new robot into the scanner. (B) The four stimulus types, produced 

by a factorial combination of outcome domain (Gain/Loss) and action (Go/No-Go), each 

indicated by a unique rune symbol. The color of the scanner light denotes outcome domain 

(randomized across participants; for illustration purposes blue denotes gain and yellow 

denotes loss). (C) Outcome probabilities for each stimulus type after a Go response (left) 

or after a No-Go response (right), depending on stimulus type. Each stimulus was 80% 

predictive of the better possible outcome (within the outcome domain) given a correct 

choice. (D) Overall procedure. The task comprised 6 blocks of 40 trials each. Between 
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blocks, participants watched 90-second film clips with neutral emotional content (stimulus 

set 1) or either positive or negative emotional content (stimulus set 2). For both affect-

induction groups, the two videos that played during the first stimulus set were neutral. The 

three videos played during the second stimulus set were either all positive or all negative, 

depending on the participant’s assigned condition.
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Figure 2. Overview of results for Experiment 1.
(A) Mean change in mood valence produced by each video show the affect 
manipulation was effective (post-video minus pre-video valence as a percentage of the 

total length of the Affective Slider). The solid vertical line demarcates the boundary between 

stimulus set 1 (left, in which only neutral videos were presented) and set two (right, in 

which participants viewed either three happy or three sad videos). (B) Mean proportion of 
‘go’ responses over time for each stimulus type demonstrate a Pavlovian-instrumental 
interaction (GW: go-to-win, GAL: go-to-avoid-losing, NGW: no-go-to-win, NGAL: no-go-

to-avoid-losing). Darker colors denote congruent Pavlovian-instrumental stimuli, and lighter 

colors denote incongruent stimuli. (C) Overall proportion correct for each stimulus type 
in stimulus set 1 (i.e., neutral affect condition). Diamond markers denote overall means, 

and background points denote condition means for individual participants. (D) Change 
in proportion correct between stimulus set 1 and 2, averaged across all participants. 

Performance improvement between stimulus set 1 and 2 was greater for stimulus types 

in which mean performance was worse in set 1. (E,F) Change in proportion correct 
due to the affect manipulation: Proportion correct as a function of (E) stimulus-response 

congruency (congruent: GW and NGAL; incongruent: GAL and NGW) or (F) correct 

response type (Go: GW and GAL; No-Go: NGW and NGAL) and stimulus set, presented 

separately for positive and negative affect conditions. Error bars/shading denote the 95% 

confidence interval of the mean. Note that some error bars are small enough to be obscured 

by condition markers.
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Figure 3. Overview of results for Experiment 2.
(A) Mean change in mood valence produced by each video show the affect 
manipulation was effective (post-video minus pre-video valence as a percentage of the 

total length of the Affective Slider). The solid vertical line demarcates the boundary between 

stimulus set 1 (left, in which only neutral videos were presented) and set two (right, in 

which participants viewed either three happy or three sad videos). (B) Mean proportion of 
‘go’ responses over time for each stimulus type demonstrate a Pavlovian-instrumental 
interaction (GW: go-to-win, GAL: go-to-avoid-losing, NGW: no-go-to-win, NGAL: no-

go-to-avoid-losing). Darker colors denote congruent Pavlovian-instrumental responses, and 

lighter colors denote incongruent responses. (C) Overall proportion correct for each 
stimulus type in stimulus set 1 (i.e., neutral affect condition). Diamond markers denote 

overall means, and background points denote condition means for individual participants. 

(D) Change in proportion correct between stimulus set 1 and 2, averaged across 

all participants. (E,F) Change in proportion correct due to the affect manipulation: 

Proportion correct as a function of (E) stimulus-response congruency (congruent: GW and 

NGAL; incongruent: GAL and NGW) or (F) correct response type (Go: GW and GAL; 

No-Go: NGW and NGAL) and stimulus set, presented separately for positive and negative 

affect conditions. Error bars/shading denote the 95% confidence interval of the mean. Note 

that some very narrow error bars are obscured by condition markers.
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Figure 4. Estimated parameters from the best-fitting computational model (Model 2).
Scatterplots depict point estimates (posterior medians) of each parameter for each participant 

separately for stimulus set 1 (pink) and stimulus set 2 (brown). The β parameter (grey) 

was constrained to be equal across both stimulus sets. Box-and-whisker plots depict 

the median and interquartile range of participant-wise parameter estimates. * denotes a 

credible between-set mean difference in estimated parameter values (95% Bayesian HDI of 

difference excludes zero).
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Figure 5. 
Estimated affect-related change in Pavlovian bias parameter (Δπ) as a function of affect-

induction condition (positive affect: red; negative affect: blue) and participant gender. Error 

bars denote the standard error of the mean. * denotes a credible interaction between gender 

and affect-induction condition (i.e., 95% Bayesian HDI for interaction effect excludes zero).
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Table 1.

Summary of model comparison

Model N parameters estimated (total) WAIC ΔWAIC (SE)

1 1,712 68,683.8 3,955.1 (132.3)

2 2,996 64,728.7 0 (0)

3 3,002 64,729.1 0.4 (4.3)

Note: WAIC values are presented on a deviance scale (lower numbers indicate better model fit).
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